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Abstract
Infrastructure for Computer Science research is a scientific instru-
ment that supports a wide range of experimental scenarios through
interactive, isolated, multi-tenant usage, that allows many investi-
gators to conduct original experimentation while preserving the
privacy of their research and without impacting each other’s work.
This type of infrastructure needs to evolve as the scientific fron-
tier advances, to support new types of experiments required for
investigate new phenomena. Recently, the widespread availability
of inexpensive yet powerful single board computers (SBCs) and
Internet of Things (IoT) devices, revolutionized the opportunities
available to science, but at the same time created a need for a new
type of scientific instrument that would support experimentation
in the edge to cloud continuum.

This paper describes the design and implementation of such an in-
strument (CHI@Edge), developed as an extension of the Chameleon
Cloud, which has served 11,000+ users working on 1,200+ unique
projects in Computer Science research, education, and emergent
applications. We describe the requirements developed with our
user community, the architecture and implementation of the sys-
tem, and then illustrate how it has been used by computer science
applications.
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1 Introduction
Computing infrastructure continues to evolve at a rapid pace through
innovation in architectures, accelerators, and networking technolo-
gies. This evolution creates opportunities, but also poses a problem:
how can we put such innovative infrastructure in the hands of as
many students and scientists as possible so that they can understand
and unlock its potential? The solution is to create a shared scientific
instrument [25], that amortizes expensive and complex hardware
procurement, by operating it in a way that that supports as large
as set of experiments as possible, for as many users as possible. In
computer science this type of scientific instrument is usually called
a testbed. To do it’s job, a testbed must support multi-tenant, inter-
active, and isolated usage, that allows many investigators to conduct
a broad range of original experimentation without impacting each
other’s work. Such usage is typically enforced by a variety of mech-
anisms ranging from assigning whole resources for individual use
via bare metal reconfiguration for systems research [16, 24]; use
of virtual machines where performance isolation is not required
[22, 24]; or the creation of isolated networks [7, 30].

Another important characteristic of scientific instruments is that
to be useful, they need to evolve as the scientific frontier advances,
and new research topics and opportunities emerge that necessitate
the support of new types of experiments. In recent years, the wide-
spread availability of inexpensive yet powerful single board com-
puters (SBCs) and Internet of Things (IoT) devices revolutionized
the opportunities available to science: a low-power SBC, combined
with environmental sensors, can be used to obtain data support-
ing a better understanding of the environment. At the same time,
building systems that use those devices at scale challenges the as-
sumptions we make about infrastructure, system properties, and
applications, and thus requires significant new research to make
good on the promise of this new technology. To support this re-
search, we need infrastructure that will enable experimentation in
the edge to cloud continuum, allowing scientists to deploy and try
new approaches to programming in the edge to edge space as well
as in the edge to cloud space.

In this paper, we present the architecture and implementation
of CHI@Edge, an edge-based infrastructure that extends the ex-
perimentation supported by the existing Chameleon Cloud [24],
to operate in the edge to cloud continuum. We note that to effec-
tively support interesting edge experiments, we have to extend the
traditional concept of infrastructure confined to a datacenter and
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operated by a team of trained professionals, to allow users to add
and operate their own devices as its integral part. We support this
capability by introducing the Bring Your Own Device (BYOD) para-
digm, and a new role of a device operator user, supplementing the
traditional division between infrastructure operator and end-user
roles, and resulting in a “mixed operation” resource. We introduce
the architecture and architectural elements needed to support a
system of this kind; describe its implementation; and discuss to
what extent, this type of edge to cloud continuum infrastructure
can be supported by the same abstractions that support the current
Chameleon system. Lastly, we describe case studies of experiments
that the extended system enables to illustrate its capabilities.

2 The Core Chameleon Infrastructure
Chameleon is an NSF-funded distributed testbed that supports com-
puter science research, education, and emergent applications [24].
To cover the broadest possible range of experiments, Chameleon
is configured as a cloud to support interactive usage, with most of
the system reconfigurable at the bare metal level – as needed for
experiments in performance or power management – and a smaller
portion of the system reconfigurable via virtual machine (VM) de-
ployment for more efficient use of resources where bare metal is
not needed [24, 28]. Most of Chameleon’s hardware is hosted at the
University of Chicago (UChicago) and Texas Advanced Computing
Center (TACC), soon to be joined by NCAR, as the core resource
providers, as well as several volunteer sites. Since its public avail-
ability in July 2015, Chameleon has served a total of 12,000+ users
(700-800 unique users log into Chameleon every month), working
on 1,200+ projects; collectively this community has produced 800+
research publications that we were able to track.

The core Chameleon end-user experimental workflow has been
described in detail in [28]; briefly, users first use a resource discov-
ery service and an availability calendar to identify desired resources;
allocate selected resources either on-demand or by making an ad-
vance reservation; and then reconfigure them using one of the
images supported by the Chameleon team or one that they create
themselves. Interfaces to the services supporting these actions are
available via federated identity authentication [4] and presented
through a graphical user interface (GUI), a command line interface
(CLI), and programmatically via a python-chi library [12] that can
be used from within a Jupyter environment (see below).

Both bare metal and virtualized Chameleon offerings are based
on a version of OpenStack [19], a mainstream, open-source imple-
mentation of Infrastructure-as-a-Service (IaaS) – with significant
customizations made by the Chameleon team overtime to adapt the
system to our use case. Examples of the latter include bare metal
snapshotting (not available from the main OpenStack installation),
support for federated identity access, additional networking fea-
tures including stitching, integration with Jupyter, and resource
discovery services. Many of the modifications were contributed
back to OpenStack by the team, in particular, Blazar (OpenStack
component handling advance reservations), where the Chameleon
team was one of the main contributors.

3 Requirements: the Shape of an Edge Testbed
The objective of computing at the edge is to support interaction
with the environment, typically carried out via some form of envi-
ronmental sensing (e.g., cameras or other IoT sensors interacting
with a physical environment), combined with an enhanced ability
to compute and communicate. The former implies deployment out-
side of the datacenter, potentially in a vulnerable physical context
where power is not readily available, and in a heterogeneous net-
working context, giving each edge device unique properties. The
latter entails not just the need for computational power but also
programmability which we define as support for Linux and at least
some mainstream tools. For this reason, we define the edge devices
in our system to be SBCs, such as Raspberry Pis or NVIDIA Jetson
Nanos, each interacting with potentially multiple IoT peripherals.

The central tension underlying the design of this type of in-
frastructure is how to support sufficiently expressive experimental
topologies, given the lesser capability, security, and configurabil-
ity – and significantly greater deployment heterogeneity of such
instruments. In this section we boil this down to key requirements,
developed over the last four years with significant input from the
Chameleon community over a series of requirement discussions,
pilot solution trials, as well as through a community workshop [23].

Rich and consistent testbed interfaces. To support sufficiently ex-
pressive experimental topologies the end-user capabilities and in-
terfaces are expected to be roughly the same as in the datacen-
ter testbed. On a basic level the entails support for the general
Chameleon experiment pattern [28] consisting of resource discov-
ery (adapted to support ephemeral resource availability); the ability
to allocate time on specific devices in a multi-user environment via
advance reservations or on-demand [27]; and a non-prescriptive
configuration method. In addition, users expect support for a broad
range of experimental topologies, including bi-directional commu-
nication between the cloud and the devices and the devices between
themselves. Those interfaces are expected to be consistent with the
original testbed and include many popular features such as feder-
ated identity access[4], consistent graphical, command-line, and
programmatic interfaces accessible via JupyterHub integrated with
the testbed [3], and the potential to federate with other testbeds,
such as FABRIC [7].

Bring Your Own Device (BYOD).While there is some interest in
using edge devices in a shared datacenter context (e.g., for perfor-
mance comparisons), most users are interested in using their own
devices, usually combined with peripherals associated with a spe-
cific environmental context [23]. The user expects that by adding
the device – or a collection of devices – to the testbed, they will
be able to provide secure sharing and programmability of those
devices (as per the interfaces above). In contrast to the traditional
testbed model, the primary incentive to use the testbed in this case
is not so much access to resources as access to reliable methods of
resource management and sharing. There are a few implications
of this changed modus operandi. First, it invalidates many of the
assumptions we make about resources in the datacenter – for exam-
ple, resources can come up and disappear ephemerally and have to
be managed without physical access – which adds a new manage-
ment layer to testbed infrastructure. Second, unlike in a traditional
testbed where resources typically are available to any user in the
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testbed, the deployment context of edge devices often means that
they are only available for limited sharing to a whitelist of end-user
collaborators (e.g., in an autonomous driving class devices may be
deployed by a teacher are relevant to the participating students but
not to others outside of the class). Lastly, users adding devices to
the testbed now assume the role of a device operator, and have to
be supported in this role.

Support for IoT devices/sensors. In many cases, users will asso-
ciate their device with potentially multiple Internet of Things (IoT)
peripherals such as sensors (e.g., cameras) or actuators (e.g., such as
a throttle on autonomous vehicles [40]). Since we are building ex-
perimental systems – rapidly evolving and frequently reconfigured
– it is essential that we provide the path to support many different
types such IoT peripherals attached to one device in a flexible and
customizable manner. This implies not only being able to connect
the peripheral to a device in a useful fashion (i.e., such that they can
be accessed and programmed by the users), but that this process
is adaptable to support new peripherals as they become available
with minimal operator assistance, and full support through testbed
services like hardware discovery.

Deployment/Networking considerations. The fact that the deploy-
ment of devices is likely to be performed by an operator user rather
than a network administrator with special privileges limits the as-
sumptions we can make about device connectivity. The general
principle we apply is captured by saying that connecting a device
to the network should be “no harder than connecting a laptop”. In
particular, device deployment has to accommodate a variety of net-
work scenarios (e.g., potentially traversing NATs or firewall layers),
and should not require the device operator to make any special
arrangements (e.g., that the device has been assigned a public IP ad-
dress) that may not be practical or possible – at the same time, our
first requirement of supporting Chameleon modus operandi still
holds. Further, although no special network configurations should
be required, users interested in research on alternative network
mediums or protocols (e.g., software defined radios [14]) should still
be able to perform their research, either by creating and using al-
ternative communication channels, or by specializing the platform
implementation.

Added to these functional requirements is our general philos-
ophy, successfully deployed in Chameleon, of building things in
as much as possible using mainstream software so as to leverage
sustainability it brings though working with large development
communities.

4 Architecture
Based on the considerations described above, we present an archi-
tecture for CHameleon Infrastructure at Edge (CHI@Edge) that
supports OpenStack interfaces consistent with the datacenter part
of the testbed, in particular, support for the end-user experimen-
tal workflow defined in Section 2. Given the lack of support for
out-of-band management, such as the IPMI used for Chameleon’s
baremetal deployment process, we chose to support reconfigura-
bility via container deployment, since it provides a good trade-off
between non-prescriptive resource configuration and implemen-
tation of isolation that is sufficiently lightweight. This was found
acceptable [23], given that SBCs are low in price (if bare metal is

required uses can simply buy a device). Users can combine their
edge devices with IoT peripherals via a general-purpose peripheral
framework allowing them to support arbitrary combinations of
devices and peripherals.

The CHI@Edge architecture is depicted in Figure 1. In addition
to the roles of operator and end-user present in Chameleon In-
frastructure (CHI) [28], we now also have the user role of device
owner/operator. In order to add a new device to the testbed, the
device operator downloads the BYOD client and uses it to config-
ure the device. The configuration process triggers a request to the
testbed registration service (Doni), to add the device to the list of
available resources together with the policies for limited sharing.
The request is authenticated by the user’s testbed credentials, which
are then used to generate a unique token that is put on the image the
device is flashed with. Subsequently, the token is used by the Device
Management Services as root of trust. Once a device is added, it
becomes a part of the testbed (potentially with limited sharing); the
end-user workflow does not thus differ substantially from what we
described in Section 2: the end-user can make advance reservations
for the device and reconfigure them using container deployment
via OpenStack interfaces.

Figure 1: Interactions between the architectural roles and
components of CHI@Edge.

Below, we describe components of the architecture and their
requirements.

The Doni Registration Service. The Registration Service exposes
an API that allows the user to register a device and fill out its
profile, rooting trust in the device operator’s OpenStack credentials.
Subsequently, the device operator can update a device (e.g., change
its sharing configuration); report information/status of the device;
and refresh/sync device state. Providing an explicit service with
well-defined APIs automates inventory management and allows
us to handle the complexity of dynamic additions and deletions of
potentially ephemeral devices. It is also key to providing support
for the device operator role without granting full testbed operator
permissions to operator users. This is a new service, implemented
specifically to support the BYOD functionality.

Device Management Service, Agent, and system support. The role
of the device management component is to provide an underlayer
that allows testbed operators to manage devices without physi-
cal access. This includes reliably bootstrapping devices remotely
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without physical access, including the management of configura-
tion, security, and networking. This layer also needs to provide
remote access for debugging the configuration of a device, and
rollback support, i.e., the ability to recover from failed configura-
tion changes, critical to providing fully remote device management.
The device management component consists of the Device Man-
agement service; system support (rollback function); as well as an
agent executing on each device.

Channel Service (Tunelo).As part of compatibilitywith the Chameleon
modus operandi, users expect to be able to access instances via
public IP address, and to send traffic between instances on non-
public networks. CHI@Edge devices are often deployed behind
firewalls and NAT, and the existing mechanisms in Neutron, de-
veloped for the datacenter use case, do not support connectivity
in these conditions. Tunelo orchestrates a network underlayer, en-
abling communication between containers on different devices, and
between containers and networking services on the OpenStack
control-plane, that can then serve as a base for the support of such
features as floating IPs. This underlayer connection is typically pro-
visioned when a device is registered, but can be updated on-demand
if necessary, e.g., to rotate encryption secrets. The channel service
manages the lifecycle of these underlayer connections, and its API,
while exposed externally, is only consumed by other CHI@Edge
services.

BYOD client. The BYOD client consists of a Python library and
CLI tooling which is installed and invoked by device operators.
It allows the device operator to register a new device with the
testbed, download, configure, and flash an SD card image to the
device, including necessary tokens or secrets, inspect the device’s
status, and manage access to the device including which tenants
can reserve and use the device. The BYOD client is primarily a
client for the registration service (Doni).

OpenStack APIs and Chameleon Front-end. Much of the function-
ality of CHI@Edge mirrors the main Chameleon testbed and can be
provided by the same OpenStack services with exceptions called out
in Figure 1. Together, these services process user requests, allocate
resources, and manage containers. Relying on the same APIs means
that we can re-use Chameleon clients including the command-line
interface, python-chi (both integrated with Jupyter), and the GUI for
edge devices. In addition to providing user convenience, these APIs
allow us to leverage investment in all of the front-end Chameleon
features built over time, including support for federated identity,
and orchestration features.

Container Management Service and Container Agent. The Con-
tainer Management Service manages container deployment on the
back-end of the OpenStack APIs. This allows us to preserve API
compatibility while supporting reconfiguration via container de-
ployment on the edge; aside from support for the ARM64 architec-
ture, the requirements for container implementation are a minimal
power footprint.

5 Implementation
Our greatest implementation challenge was to provide a secure
device management layer. We chose to base its implementation on
Balena [8], because it provides all the basic service/agent function-
ality needed for secure device management, as well as the critical

capability for reliably supporting device bootstrap without physical
access. The latter is provided by a rollback feature, implemented
via modification of the Operating System’s boot process, (configu-
ration changes are written to a secondary partition, and if a reboot
onto that partition fails, the rollback feature triggers an automatic
reboot to the working configuration). Balena provides a library of
base system images supporting this feature on a variety of systems,
and build recipes that can be extended to support new systems if
needed [9].

We use this reliable base to deploy and manage the necessary
runtime configuration of each device, including the Tunelo and
container agents, and host-level parameters needed for peripheral
management. This runtime configuration, or “fleet” in Balena’s
terminology, packages a set of Docker containers, configuration
for said containers, host-level parameters, and maps it to a set of
devices which are members of the fleet. The registration service
uses Balena’s API to create an entry for each device in the fleet, and
to apply per-device overrides for parameters such as authentication
tokens. The registration service also consumes the API to generate
a unique device bootstrap token; the device operator toolkit injects
this token into the image flashed onto the device, and thereby maps
a given physical device to the logical one created by the registration
service.

The next implementation challenge was to provide lightweight
container management while preserving Chameleon interfaces. We
explored the OpenStack Zun project [36], but found it too heavy-
weight for our use case. Instead, we chose to use K3s, which is a
small (50MB) single-binary distribution of K8s; it has good sup-
port for ARM architectures and is designed with devices like the
Raspberry Pi and Jetson Nano in mind. We combined this imple-
mentation with a Zun API by writing a new plugin to translate
Zun’s container driver interface into the K8s API server interface;
replacing Zun’s default plugin which communicates with Docker
daemon directly. This gave us the desired combination of rich and
consistent interfaces with lightweight implementation.

To provide both connectivity and protection for user traffic, we
decided to implement an overlay network, consisting of a hub-and-
spoke topology implemented via WireGuard tunnels. The hub-and-
spoke topology was chosen because the CHI@Edge management
nodes (the hub) have publicly routable IPs, needed so that edge
devices behind NAT can initiate a tunnel to that public address
thereby creating a connection (the spoke). Furthermore, the Float-
ing IP service is the primary consumer of the tunnels and is co-
located with the hub port. Finally, the hub port acts as a security
control, enforcing a whitelist of allowed source and destination
subnets, preventing a rogue device from bridging to an arbitrary
local network. WireGuard was chosen due to its lightweight en-
cryption protocol built on asymmetric keys, and robust support for
traversing NAT. The Tunelo service provides an API for creating
and managing channels, each channel corresponding to a pair of
tunnel endpoints. When a channel is created or updated in Tunelo,
the “hub” end of the tunnels, being co-located with the Neutron
networking service, is configured by a custom Neutron “Wireguard
Agent” and ML2 plugin, while the “spoke” end on the devices is
configured by the “Tunelo Agent” running on each device.

While this enables communication between two arbitrary edge
devices, each potentially behind a NAT, it does not address latency,



CHI@Edge: Supporting Experimentation in the Edge to Cloud Continuum PEARC ’25, July 20–24, 2025, Columbus, OH, USA

bandwidth, or network scaling issues such as excessive broadcast
traffic or flooding. Additionally, using only the tunnel interface
would mean that this communication is always routed through
CHI@Edge management nodes even if the devices are on the same
local network. For this reason, networking between containers is
implemented by the Calico CNI (Kubernetes Container Network
Interface), with a separate subnet on each device, and BGP routing
and IPIP encapsulation to enable routing packets between contain-
ers on different devices. As each node running Calico (device or
management server) participates in BGP, all devices can route via
the hub port, but can also use a shorter path if provided by a com-
mon local network. Using this framework, we implement standard
OpenStack networking semantics: floating IPs are implemented by
routing between the Neutron L3 agent and container IPs on Calico
networks, and security groups are supported by mapping them to
Calico Network Policies. Dedicated, tenant-isolated, Layer 2 net-
works (as implemented by OpenStack via VxLAN or VLAN) are not
supported, per-tenant isolation is instead implemented via ACLs, a
default policy restricting communication to containers owned by
the same tenant, the same semantics as instances launched on the
same Openstack Network. While we do lose the ability to directly
attach containers to L2 segments, useful for certain experiments
such as ultra-low latency protocol development [35], as future work,
we are investigating approaches to pass physical interfaces directly
to containers, bypassing this limitation.

The approach to securing the system in CHI@Edge is based on
the tenet that while we cannot guarantee that individual devices
won’t be compromised (in particular since we don’t always con-
trol them), we can’t allow a compromise to spread to the system
or resources that it uses such as local networks. For this reason,
control plane software running on edge devices has limited creden-
tials, i.e., it can only enumerate resources on the cluster and issue
writes against resources under the device’s purview (e.g., its config
or containers running on it.). Further, traffic between the control
plane and the device uses an encrypted websocket connection (part
of the K3s implementation) to avoid malicious man-in-the-middle
attacks taking over the device. While containers on edge devices
may be able to scan or access local network resources, we mitigate
this with traffic rules that we provision on the device at enrollment;
since however such access may actually be desirable this is config-
urable by the device owner (but not container owner). Similarly, we
protect ingress to containers via security groups configured on con-
tainer deployment, but we allow the container owner to override
those protections at their own peril. Since containers can only be
launched on devices that are reserved this is where limited sharing
is implemented: the user specifies policies on who can access the
device on registration or via the SDK and the information is passed
to Blazar which enforces them.

6 CHI@Edge Use for Education and Research
CHI@Edge has been used in a variety of edge to cloud research
projects in areas such as network fingerprinting, federated learning,
and in a range of projects exploring using edge to cloud continuum
in domain science. Some of those use cases are described in the
report from the 3rd Chameleon User Meeting [23], and some are

described via the Chameleon user blog or in reported user pub-
lications [13, 18, 20, 21, 41, 44]. In this section, we walk through
two case studies, each describing how the requirements laid out
in Section 3 are used in the implemented system to create experi-
mental environments; for results relating to these projects see the
referenced publications.

6.1 AutoLearn
Autonomous driving is a fun and experiential way of introducing
students to concepts ranging from engineering to ML. In this case
study, mainstream SBCs are either tied to a custom vehicle or inte-
grated in a commercially available model, equipped with a camera
and a steering system: the SBC receives input from the camera and
provides commands to the throttle to steer the car. The full instruc-
tion or experiment cycle consists of data collection from a manually
driven vehicle; training phase where the obtained data is used to
train models in the cloud; and inference phase where the models are
used to drive the vehicle autonomously. CHI@Edge has been used
in this capacity for education in Rick Anderson’s "Foo Cars" project
[5] at Rutgers University using the DonkeyCar autonomous vehicle
software framework [15]; has been translated into an instructional
module packaged for use on Chameleon [17, 18]; and ultimately
leveraged to support independent student projects [20] [44].

Figure 2: Experimentation with autonomous vehicles. Left
to right: programming the vehicle from a Jupyter notebook;
custom-made autonomous vehicle with camera, steering sys-
tem, andRaspberry Pi; data collection along a selfmade track;
comparison of steering data between human-controlled and
autonomous runs.

This case study illustrates how the BYOD supports the experi-
mental cycle by first allowing the user to add the SBCs associated
with the car to Chameleon; this is easily done by ensuring that
the SBC is connected to a local wifi and following the device oper-
ator workflow. The detection of peripherals, in this case, camera
and serial interface, takes place automatically. As a result of this
process, the SBCs, each representing a vehicle, become available
via the testbed resource discovery mechanisms for limited sharing
with members of a research group or a class, with the group lead
or the class teaching assistant (TA) assuming the role of device
operator. Members of the group/class can then allocate the devices,
including via advance reservations, and deploy instances on them
for data collection or inference; allocate additional GPU resources
on Chameleon as needed for training purposes, or execute edge
to cloud inference workloads [44]. Since both CHI@Edge and the
core Chameleon testbed support consistent interfaces and front-end
infrastructure, users can program the cycle from one collection of
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Jupyter notebooks integrated with the testbed, effectively program-
ming all the resource allocation across edge and cloud from one
session.

6.2 5G in Practice
Fifth-generation (5G) wireless technologies offer the promise of
better Internet access in rural communities; in order to prove it
we need to measure it. Ideally, we’d like to understand how 5G
wireless technologies compare to wired connections and existing
rural wireless in speed (throughput and latency), and in supporting
distributed computation workloads. One way to do this is to deploy
SBCs, equipped with a mix of mmWave 5G radios, fiberoptic net-
work connections, and pulse-per-second (PPS) GPS timing signals
in key locations across an area of interest and then compare net-
work speed over different connections. This approach was deployed
in a project measuring network speeds across rural Iowa [34].

Using CHI@Edge BYOD, a researcher was able to deploy several
Raspberry Pi devices, configured with the IoT peripherals enumer-
ated above, across a 6 mile radius, including university buildings,
city buses, and farms, to cover a variety of wireless environments.
Once deployed, the Pis became programmable; the researcher could
now deploy several distinct applications representing different mea-
surement methods, ranging from simple bandwidth and latency
measurements to both local and distant servers, to an additional
application packaging Apache Hadoop to run the TeraSort bench-
mark [6] illustrating how the scaling of this workload changes if
the workers are connected via a 5G wireless connection versus a
wired Ethernet one. The data from those measurements was sent
to services deployed in the datacenter to collect, store, and analyze
results. Once, the BYOD deployment portion of the experiment
was accomplished, the edge to cloud workflow consisted of allocat-
ing and deploying the different measurement applications; cloud
storage for data; long-running compute cycles for the necessary
services on the KVM part of Chameleon; and analysis resources on
the bare metal partition. As before, common interfaces meant that
the whole workflow together could be supported from a consistent
set of Jupyter notebooks.

7 Related Work
The most relevant comparison of our work is to other exploratory
testbeds supporting computing at the edge, including projects like
COSMOS [38], ORBIT [37], POWDER [11], AERPAW [29], ARA
[43], KTH’s ExPECA [33] and the FIT IoT Lab [1]. These infras-
tructures support isolated multi-tenant use, but focus on fewer,
more powerful and expensive edge devices, that are deployed and
operated by the testbed rather than users, and therefore assume full
control over the network between edge devices and the testbed core.
This means that they don’t support BYOD and everything it entails,
in particular overlay networks or tunnel services to ensure secure
and isolated network use. We note that while ARA falls into this
category, it has derived its operations framework from CHI@Edge
and thus could be extended to provide such support as needed.

Observatory infrastructure, such as FLOTO [26] and Sage [39], fo-
cus on experiments that support observation and measurement [26].
These platforms support isolated multi-tenant use via container-
based reconfiguration, allowing for a wide range of interactions

but limit their focus to observational applications (e.g., processing
camera inputs or running tests of Internet infrastructure) and send
collected data to a central aggregation point. These types of infas-
tructure disallow inbound traffic to the devices (only the device
sends data) which simplifies the security structure so that overlay
networks or tunnel services are again not needed.

Commercial IoT systems such as AWS IoT Greengrass [2], Azure
IoT Edge [32], Balena [8], and Mender [31] focus on targeted edge
deployments that install an agent on a device and then use the
agent to manage the device to support a specific application and
thus do not support the isolated multi-tenant pattern. CHI@Edge is
built on top of OpenBalena, and adds support for the isolated multi-
tenant pattern as well as other features such as advance reservations
allowing for interactive and timed usage and support for federated
identity.

Some approaches choose to use more “prescriptive” methods of
interacting with a device, limiting what types of actions a user can
deploy on a device (e.g., by using function as a service approach).
CSPOT [42] and Stack4Things [10] fall into this category; the nar-
rower interfaces they provide are capable of supporting only a
subset of our use cases but have the advantage of being more easily
sustained on lower power devices.

8 Conclusions
In this paper, we describe CHI@Edge, an extension of Chameleon –
a popular testbed for computer science research operated as a cloud
– to the edge.We note that this extension changes the understanding
of what research infrastructure may constitute. Traditionally, it has
been understood primarily as datacenter-based hardware resources,
secure and operated by professionals. In contrast, CHI@Edge repre-
sents a type of resource in which relatively inexpensive resources,
usually deployed outside of a datacenter, are part operated by a
specialized type of user, the device operator. This suggests that the
key service provided by the infrastructure is an effective imple-
mentation of sharing and a connection to residual/cloud testbed
resources, shareable in ways consistent with the edge devices.

Our case studies show examples of research applications/experiments
that can effectively leverage resources available in the “edge to cloud
continuum”. We note that in practice, the work of such applications
will touch on many types of continuum: the computing continuum
as users move from powerful – and high powered – datacenter
resources to less powerful resources with more modest power re-
quirements, configuration continuum as we move from the ability
to reconfigure resources at bare metal to methods allowing greater
encapsulation, or networking continuum as we move from pow-
erful and fully controlled networks to a mix of fabrics with lesser
availability and reliability. Achieving effective programmability
over this type of infrastructure will require building abstractions
supporting computation is likely to move dynamically based on the
interplay of multiple optimization factors.
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