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Introduction to iCAIR:

Accelerating Leading Edge Innovation
and Enhanced Global Communications
through Advanced Internet Technologies,
in Partnership with the Global Community

* Creation and Early Implementation of Advanced Networking
Technologies - The Next Generation Internet All Optical Networks,
Terascale Networks, Networks for Petascale Science

 Advanced Applications, Middleware, Large-Scale Infrastructure, NG
Optical Networks and Testbeds, Public Policy Studies and Forums
Related to NG Networks

« Three Major Areas of Activity: a) Basic Research b) Design and
Implementation of Prototypes c) Operations of Specialized
Communication Facilities (e.g., StarLight)
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http://www.sdss.org/news/features/20001005.ded.html

Petascale Computational Science

For Decades, Computational Science
Has Driven Network Innovation
Today —

Petascale Computational Science

National Center for Supercomputing Applications, UIUC
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Open Science Grid: Selected Investigations

DNA Modeling

Nutrino Studies

This Distributed Facility
Supports Many Sciences
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HPC Cloud Computing

DOE Magellan Initiative: Testbed
To Explore Cloud Computing
For Science
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Multiple HPC Cloud Computing Testbeds
Specifically Designed for Science Research

At Scale Experimentation
Integerated With High Performance Networks
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Global Environment for Network Innovations
(e13,'1))

GENI

— Supports At-Scale Experimentation on Shared, Heterogeneous,
Highly Instrumented Infrastructure

— Enables Deep Programmability Throughout the Network,

— Promotes innovations in Network Science, Security,
Technologies, Services and Applications

— Provides Collaborative and Exploratory Environments for
Academia, Industry and the Public to Catalyze Groundbreaking
Discoveries and Innovation.
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Each Rack Is On a Different University Campus —

Each Hosts a Cloud — A Distributed Sliceable Environment
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App2 App3 App4 EP1 EP2 Ind1 Ind2

APls Based On Messaging and Signaling Protocols
MNetwork Programming Languages
Process Based Virtualization — Multi-Domain Federation —
Policies Cascading Through Architectural Components

Security Processes

. Orchestrator(s
Policy Processes (8) Policy Processes

Northbound Interface
Network OSs State Data Bases

State Machines SDN Control Systems
Mon, Measurements

Real Time Analytics
Network Hypervisors "

Westbound Interfaces Eastbound Interfaces
Southbound Interface
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An Experimental Testbed For
C!:l-@meleon Computer Science Research

www. chameleoncloud.org

CHAMELEON:
A LARGE-SCALE, RECONFIGURABLE EXPERIMENTAL
ENVIRONMENT FOR CLOUD RESEARCH

Principal Investigator: Kate Keahey
Co-Pls: ). Mambretti, D.K. Panda, P. Rad, W. Smith, D. Stanzione

AUGUST 29, 2014 1
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TESTBED TO SUPPORT THE COMMUNITY’S
RESEARCH CHALLENGES

The community builds the testbed,
and afterwards the testbed will shape the
community

Big Data
Data volume,
velocity and
variety

Big Compute
A wide range of

Programmable networks data analytl €3

cheap, ubiquitous sensors
and other emergent trends

- ig
Instruments
Cyber-Physical

* Build the right testbed

. Reach the right communit
* Make the environment g y

Have the right team

A ﬂmEIeUl www. chameleo

ncloud.org



CHAMELEON: A POWERFUL AND FLEXIBLE
EXPERIMENTAL INSTRUMENT

Large-scale
Targeting Big Data, Big Compute, Big Instrument research
Over 650 nodes, 5 PB disk, 100G network
Reconfigurable

Bare metal reconfiguration, single instrument, graduated approach for ease-
of-use

Connected

Workload and Trace Archive, partners with production clouds
Complementary

Complementing GENI, Comet, Wrangler, XSEDE

Partnering with GENI, Grid’5000, OCC, et al (FIRE?)
Sustainable

Strong industry connections

G}ﬂ me I eQOn wwwchameleoncloud.org




RESEARCH COMMUNITIES AND CAPABILITIES

New models, algorithms, platforms, auto-scaling HA, etc.,
Application and educational uses

Persistent, reliable, shared cloud

Core Researchers
and Users Repeatable experiments in new models, algorithms,
platforms, auto-scaling, HA, etc.

Isolated partition, pre-configured images reconfiguration

Virtualization technology (SR-IOV, accelerators, etc.)

Core Researchers Infrastructure-level resource management

Isolated partition, full bare metal reconfiguration

G"‘J meieod www. chameleoncloud.org




SUPPORTED APPLICATIONS

CPS

Offloading, muti-criteria trade-off analysis (response time vs
cost), auto-scaling, high availability, etc.

Machine learning, data mining

Mix of Big Compute and Big Data simulations and models,
design of novel data processing frameworks

System Software/Virtualization

Hypervisors optimizing a range of qualities, SR-I0V, virtualizing
accelerators, etc.

Networking

Programmable networks & QoS, refinement and effects of SR-
|0V, large dataflows, end-to-end QoS

1®ﬂm9|eul ] www. chameleoncloud.org




ARCHITECTURE
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Chameleon: RSV Presentation

Core Services
Front End and Data
Mowver Nodes

Chameleon Core Network
100Ghps uplink public network
(each site)

Core Services

3 PB Central File
Systems, Front End
and Data Movers

GENI, Future Partners

Zhicag

Austin
« N

Heterogeneous
Cloud Units

Alternate Processors
and Networks
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SYSTEM SOFTWARE: CORE CAPABILITIES

Persistent Pre-configured
Users clouds Image Catalog
OpenStack VM images

Core Researchers Pre-configured Image Catalog

and Users Bare metal images

Provisioning
Core Researchers LosF (TACC)
OpenFlow (GENI)

Scheduling Orchestration
OAR2 (Grid’5000) Cloudinit.d

7 Chameleon: RSY Presentation



CHAMELEON SERVICES AND FEATURES

User Services
Allocation management through reservations, automatic image deploymen

Dedicated Web portal for reservations, docs, stats, etc.
Experiment Support

Trace and Workload Archive

Experiment enhancement (e.g., load generators)
Additional Features

Reconfigurable, connected instrument

Development-focused approach

Ease-of- use: one stop shopping for experimental needs

Distinct from off-the-shelf cloud services

Code ownership and collaboration

1G}ﬂmE|E‘UI )  www. chameleoncloud.org




NETWORKING CAPABILITIES

Expose SDN, OpenFlow, etc. to users
Isolation
Hybrid Network Capabilities
Programmable Topologies

Integration With Other Resources Within and External to the
Testbed

Pushing 100G Networks To Their Limit

Using 100G + SDN Optimally

Chameleon appliances and services allow experimenters a
highly granulated view into -- and control -- over traffic flows

Integration/Federation with GENI
Common Policy Context

y G:IEIITIE|GUI 1 www.chameleoncloud.org




Federation Among Multiple International
Testbeds (Federation-as-a-Service)

* Pair-Wise Approaches Among Multiple Is A Challenge
« Centralized Approaches Do Not Scale
 Decentralized Processes Will Scale

« SDXs Are Key Resources For Federation

 Requirements
— Multi-Domain
— Multi-Resource
— Discovery
— Integration
— Policy Based Resource Utilization
— Flexibility
— Selectivity (e.g. A@NST ©NOT X & Conditionally Z)

Q ST “RLIGHT"



Future Internet Research and Experimentation

What is FIRE?

FIRE Research

Fajeanoesnis
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FIRE<~FIRE Federation Project&® GENI<~Chameleon

P

FED4AFIRE
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IGENI: The International GENI

« The iGENI Initiative Designed, Developed, Implemented, and
Operated a Major National and International Distributed
Infrastructure.

« iGENI Placed the “G” in GENI Making GENI Truly Global.

* iGENIIs a Unique Distributed Infrastructure Supporting
Research and Development for Next-Generation Network
Communication Services and Technologies.

« This Infrastructure Has Been Integrated With Current and
Planned GENI Resources, and Operated for Use by GENI
Researchers Conducting Experiments that Involve Multiple
Aggregates At Multiple Sites.

* IGENI Infrastructure Has Connected Its Resources With Current
GENI National Backbone Transport Resources, With Current
and Planned GENI Regional Transport Resources, and With
International Research Networks and Projects

\ _ o
D GQ"IR ST “RLIGHT



GLIF is a consortium of institutions, organizations, consortia and country
National Research & Education Networks who voluntarily share optical
networking resources and expertise to develop the Global LambdaGrid for the

. . . . _ . )
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StarLight International/National Communications
Exchange Facility— “By Researchers For Researchers”

StarLight Is an Innovation Platform
For Advanced Communications
Services Architecture and P
Technologies, Including Experimental | r——————
Testbeds Optimized For
High-Performance Data Intensive
Applications

Multiple
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AutoGOLE Initiative
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AutoGOLE Dashboard (In Development)

Control Plane Data Plane

NSA 1D mismalches
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Current Version of Dashboard

0
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LHCONE: A global infrastructure for the High Energy Physics (LHC and Belle ll) data management
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Software Defined Networking Exchanges
(SDXs)

* With the Increasing Deployment of SDN In Production
Networks, the Need for an SDN Exchange (SDX) Has
Been Recognized.

 Many Motivations Exist for SDXs

— Bridging SDNs (Which Are Single Domain & Centralized
Controller Oriented)

— Granulated Engineering Over Flows
— High Degrees Of Exchange Customization

 Required: Capabilities for Multi-Domain Distributed SDN
Resource Discovery, Signaling, Provisioning,
Federation, Operational Functions, Fault Detection and
Recovery

-»_These Are Fairly Challenging Issues

Q. ST/ “RLIGHT"



Selected SDX Architectural Attributes

« Control and Network Resource APIs

* Multi Domain Integrated Path Controllers (With Federation)
« Controller Signaling, Including Edge Signaling

« SDN/OF Multi Layer Traffic Exchange Services

* Multi Domain Resource Advertisement/Discovery
 Topology Exchange Services

« Multiple Highly Customized Services At All Layers

« Granulated Resource Access (Policy Based), Including Through
Edge Processes, Including To individual Streams

 Foundation Resource Programmability

» Various Types of Gateways To Other Network Environments

* Integration of OF and Non-OF Paths, Including 39 Party Integration
 Programmability for Large Scale Large Capacity Streams

Q ST “RLIGHT"
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PetaTrans: Petascale Science Data Transfer
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vNode/SEP & StarLight Inter-SDX federation 2014

Multi-architecture Federation
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StarLight Software Defined Networklng
Exchange (SDX) TN

 The StarLight SDX Will Provide The Services,
Architecture, and Technologies Designed To Provide
Scientists, Engineers, and Educators With Highly
Advanced, Diverse, Reliable, Persistent, and Secure
Networking Services, Enabling Them to Optimally
Access Resources in North America, South America,
Asia, South Asia (including India), Australia, New
Zealand, Europe, the Middle East, North Africa, And
Other Sites Around the World.

* The StarLight SDX Initiative Undertakes Continued
innovation and Development of Advanced Networking
Services and Technologies.

_+ Potential For Providing Federation-as-a-Service

Q. ST “RLIGHT"
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