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• Creation and Early Implementation of Advanced Networking 
Technologies - The Next Generation Internet All Optical Networks, 
Terascale Networks, Networks for Petascale Science

• Advanced Applications, Middleware, Large-Scale Infrastructure, NG 
Optical Networks and Testbeds, Public Policy Studies and Forums 
Related to NG Networks

• Three Major Areas of Activity: a) Basic Research b) Design and 
Implementation of Prototypes c) Operations of Specialized 
Communication Facilities (e.g., StarLight)

Accelerating Leading Edge Innovation 

and Enhanced Global Communications 

through Advanced Internet Technologies, 

in Partnership with the Global Community

Introduction to iCAIR:
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Petascale Computational Science

National Center for Supercomputing Applications, UIUC

For Decades, Computational Science 

Has  Driven Network Innovation

Today –

Petascale Computational Science



TeraGrid=> XSEDE 

Concept of Private Network As Backplane To 

Distributed Computational Environment Continues In Next Iteration



Open Science Grid: Selected Investigations

Nutrino Studies

Gravity Wave Modeling
DNA Modeling

Usage

This Distributed Facility 

Supports Many Sciences



HPC Cloud Computing

DOE Magellan Initiative: Testbed

To Explore Cloud Computing

For Science



Multiple HPC Cloud Computing Testbeds 

Specifically Designed for Science Research

At Scale Experimentation

Integerated With High Performance Networks



Global Environment for Network Innovations 

(GENI)

• GENI 

– Supports At-Scale Experimentation on Shared, Heterogeneous, 

Highly Instrumented Infrastructure

– Enables Deep Programmability Throughout the Network,

– Promotes innovations in Network Science, Security, 

Technologies, Services and Applications

– Provides Collaborative and Exploratory Environments for 

Academia, Industry and the Public to Catalyze Groundbreaking 

Discoveries and Innovation. 



Each Rack Is On a Different University Campus –

Each Hosts a Cloud – A Distributed Sliceable Environment



International 40G and 100 G ExoGENI Testbed





An Experimental Testbed For 

Computer Science Research



















Federation Among Multiple International 

Testbeds (Federation-as-a-Service)

• Pair-Wise Approaches Among Multiple Is A Challenge

• Centralized Approaches Do Not Scale

• Decentralized Processes Will Scale

• SDXs Are Key Resources For Federation 

• Requirements

– Multi-Domain

– Multi-Resource

– Discovery 

– Integration

– Policy Based Resource Utilization

– Flexibility

– Selectivity (e.g. ANT NOT X  Conditionally Z)



Future Internet Research and Experimentation



FIREFIRE Federation Project GENIChameleon



iGENI: The International GENI

• The iGENI Initiative Designed, Developed, Implemented, and 
Operated a Major National and International Distributed 
Infrastructure.

• iGENI Placed the “G” in GENI Making GENI Truly Global.

• iGENI Is a Unique Distributed Infrastructure Supporting 

Research and Development for Next-Generation Network 

Communication Services and Technologies. 

• This Infrastructure Has Been Integrated With Current and 

Planned GENI Resources, and Operated for Use by GENI 

Researchers Conducting Experiments that Involve Multiple 

Aggregates At Multiple Sites. 

• iGENI Infrastructure Has Connected Its Resources With Current 

GENI National Backbone Transport Resources, With Current 

and Planned GENI Regional Transport Resources, and With 

International Research Networks and Projects

•



GLIF is a consortium of institutions, organizations, consortia and country 

National Research & Education Networks who voluntarily share optical 

networking resources and expertise to develop the Global LambdaGrid for the 

advancement of scientific collaboration and discovery – a Federation!. 



StarLight International/National Communications 

Exchange Facility– “By Researchers For Researchers”

Abbott Hall, Northwestern University’s

Chicago CampusView from StarLight

StarLight Is an Innovation Platform 
For Advanced Communications 
Services Architecture and 
Technologies, Including Experimental 
Testbeds Optimized For
High-Performance Data Intensive 
Applications
Multiple
10GE+100 Gbps
Over Optics –
World’s “Largest”
10G/100G Exchange
First of a Kind
Enabling Interoperability
At L1, L2, L3 
Also, StarWave
Multi-100 Gbps Exchange





AutoGOLE Initiative

Multi-Domain Provisioning Federation



AutoGOLE Dashboard (In Development)

Source: Gerben van Malenstein, SURFnet



Current Version of Dashboard



Source: John MacAuley

iCAIR





Software Defined Networking Exchanges 

(SDXs)

• With the Increasing Deployment of SDN In Production 

Networks, the Need for an SDN Exchange (SDX) Has 

Been Recognized. 

• Many Motivations Exist for SDXs

– Bridging SDNs (Which Are Single Domain & Centralized 

Controller Oriented)

– Granulated Engineering Over Flows 

– High Degrees Of Exchange Customization

• Required: Capabilities for Multi-Domain Distributed SDN 

Resource Discovery, Signaling, Provisioning, 

Federation, Operational Functions, Fault Detection and 

Recovery 

• These Are Fairly Challenging Issues



Selected SDX Architectural Attributes

• Control and Network Resource APIs

• Multi Domain Integrated Path Controllers (With Federation) 

• Controller Signaling, Including Edge Signaling

• SDN/OF Multi Layer Traffic Exchange Services

• Multi Domain Resource Advertisement/Discovery

• Topology Exchange Services

• Multiple Highly Customized Services At All Layers

• Granulated Resource Access (Policy Based), Including Through 

Edge Processes, Including To individual Streams

• Foundation Resource Programmability 

• Various Types of Gateways To Other Network Environments

• Integration of OF and Non-OF Paths, Including 3rd Party Integration

• Programmability for Large Scale Large Capacity Streams





Petascale





StarLight Software Defined Networking 

Exchange (SDX)

• The StarLight SDX Will Provide The  Services, 

Architecture, and Technologies Designed To Provide 

Scientists, Engineers, and Educators With Highly 

Advanced, Diverse, Reliable, Persistent, and Secure 

Networking Services, Enabling Them to Optimally 

Access Resources in North America, South America, 

Asia, South Asia (including India), Australia, New 

Zealand, Europe, the Middle East, North Africa, And 

Other Sites Around the World.

• The StarLight SDX Initiative Undertakes Continued 

innovation and Development of Advanced Networking 

Services and Technologies. 

• Potential For Providing Federation-as-a-Service



www.startap.net/starlight
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